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Healthcare Innovation Program: Pandemic Proposal 

 

Community-Focused Assessment of the Experiential Impact of COVID-19 

 

Introduction 

Background 

The outbreak of coronavirus 2019 (COVID-19) was declared a global emergency by the World Health Organization 

(-WHO), on January 30, 2020 (Sohrabia, et al., 2020), and a global pandemic on March 11, 2020 (Bedford, et al., 

2020). Evidence from medical, social and behavioral science-informed investigations of the effects of pandemic, 

including COVID-19-specific effects, on individuals and communities is continuing to be reported through scholarly 

research, professional practice activities, and media discussions. Standards and recommendations have rapidly been 

released from the public health community in an effort to summarize best practices for the general public and health 

providers in their daily operations during a time of rapidly elevating workload and occupational/personal stress, as 

well as maintaining a measure of self-care through this time (CDC, 2020; SAMHSA, 2020; SAMHSA, 2020; IASC, 

2020). One recent study of the psychological impact of COVID-19 on healthcare workers in Wuhan, China, has 

identified that this community is one particularly at risk for experiencing mental health issues due to their direct 

exposure (Kang, Ma, Chenb, Yangb, & Wang, 2020, in press). Effects of such aspects as quarantine and social 

distancing; drastic fluctuations in workload, work process, or income; and physical or mental exposure to COVID-

19 through direct/indirect illness or professional responsibilities, have significantly impacted people around the 

globe (Brooks, et al., 2020). A number of community interventions and research priorities should be considered as 

we navigate through experiences related to the COVID-19 pandemic (Holmes, et al., 2020; Pfefferbaum & North, 

2020; Torales, O’Higgins, Castaldelli-Maia, & Ventriglio, 2020; Van Bavel, 2020). 

 

As communities continue to experience the impacts of COVID-19, and attempt to resume various activities such as 

returning to work, school, or other daily activities, it is critical that community leaders strive to understand the full 

range of what their people are experiencing in their daily lives, the level of understanding that the public has related 

to events occurring or public actions taken, and how they are reacting to and coping with their diverse pandemic 

experiences. This should include reactions to public health measures taken to reduce the spread of disease, as well as 

the actions, communications, and attitudes of leaders, supervisors, businesses, and other members of the general 

public. Particular members of the public depending on various individual factors, such as how well someone 

tolerates a reduced sense of control, may be more susceptible to stress and mental health effects (Bedford, et al., 

2020; Taha, Matheson, Cronin, & Anisman, 2014). It is suggested by studies such as these, that some people 

depending on their underlying characteristics may be more at-risk for serious illness if they experience events 

associated with pandemic such as, prolonged isolation, exposure to pandemic-related death, loss of income/career, 

increased workload, lack of pertinent information related to public health risk and actions, or others. 

 

Instruments developed recently and for the purpose COVID-19, as well as established, validated instruments that 

can be applied or adapted to pandemic-related assessment, are available in the literature and can be compiled into a 

brief assessment battery that can be delivered and completed online for remote data collection (Grasso, Briggs-

Gowan, Ford, & Carter, 2020) (Boyd & Pennebaker, 2017; Bedford, et al., 2020; Taha, Matheson, Cronin, & 

Anisman, 2014). Grasso et al. (2020) have developed the Epidemic/Pandemic Impacts Inventory (EPII) specifically 

to assess personal impact of pandemic. The EPII, comprised of 92-items across 10 categories, assesses a range of 

experiences in multiple life areas potentially affected by COVID-19, including: employment, education, social, 

economic, physical health, physical distancing and quarantine, infection history, and positive change. The EPII 

appears to be unique in that it recognizes that it captures both negative and positive experiencs. Additionally, prior 

work of the team in digital psychiatry has revealed that social media data, when paired with computational and 

machine learning techniques, can provide unobtrusive insights into the mental health states of individuals, 

communities, and populations, ranging from major depressive disorder and anxiety disorders, to suicidal ideation 

(De Choudhury, Counts, & Horvitz, 2013) (DeChoudhury, Kiciman, Dredze, Coppersmith, & Humar, 2016) 

(Birnbaum, et al., 2019) (Bagroy, Kumaraguru, & De Choudhury, 2017) (De Choudhury & Kiciman, 2017). For 

instance, Co-I De Choudhury’s research has been able to successfully predict, based on machine learning methods 

(De Choudhury, Gamon, Counts, & Horvitz, 2013), risk to depression, prior to reported onset, from Twitter data of 

individuals with 71% accuracy. Various measures spanning language, social media engagement and activity were 

significant predictors: decreases in social activity, increases in negative affect, and greater religiosity.  
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Aims and Hypotheses 

We will leverage current COVID-19 research, mental health pandemic consulation guidelines developed by PI 

Kaslow and Co-I Druss, and prior research by co-PI Crooks, Co-I De Choudhury, and Co-I Muchlinski  to create 

and conduct an online, anonymous, experiential interview, and guided social media analysis, in order to assess how 

communities have been impacted by the COVID-19 pandemic (Crooks, 2020; Crooks, et al., 2020) (De Choudhury, 

Morris, & & White, 2014) (De Choudhury & De, 2014). We will conduct an online interview over a number of 

weeks using Qualtrics survey software licensed through Georgia Tech. We will then analyze the online interview 

data to understand first-person experience of the impact of COVID-19 for each community assessed. Further, 

drawing upon Co-I De Choudhury’s prior research that has revealed the potential to understand people’s mental 

health needs via social media (De Choudhury, Morris, & & White, 2014) (De Choudhury & De, 2014), we will 

focus our analysis on the COVID-19 related experiences of healthcare workers and first responders by conducting 

an exploratory social media analysis to discover key experiences related to psychological impact of COVID-19 on 

these professional groups. Our data collection methodology will be comprised of a range of specialized, fielded and 

validated instruments, and designed to collect relevant data for immediate exploration of community needs as a 

result of COVID-19 impact. This research will lead to a greater understanding of the psychological and other 

impacts of COVID-19 on community members from a range of demographics, occupations, and lived experiences.  

 

Specific Aim 1: Demonstrate a method for collecting pandemic-related experiential data from targeted communities 

of interest using first-person experiential online interviews, narrative language analysis of interview content, and 

iterative machine learning-based social media analysis for discovery. 

Specific Aim 2: Utilize our survey and social media findings to inform return-to-work planning, communications, 

training, and resources, based on direct assessment of community needs. 

Method 

Phase 1 (Months 1-6): Online Survey 

Participants 

A 6-month online survey study will be conducted with participants from Georgia Tech and Emory who meet study 

inclusion/exclusion criteria (estimated N=500 survey respondents for each community). The survey protocol was 

approved as “Exempt” by the Georgia Institute of Technology (Georgia Tech) Institutional Review Board (IRB) on 

5/11/2020. Recruitment and informed consent for Georgia Tech and Emory University participants will follow 

standard Human Use procedures in accordance with each university’s IRB policy. The survey will be launched by 

co-PI Crooks using the Georgia Tech Qualtrics program, with the Georgia Tech community as an initial comparison 

cohort. Additional participants for the healthcare/first responder survey cohort will be obtained in collaboration with 

PI Kaslow from Emory University. A protocol will be submitted to the Emory IRB in keeping with IRB guidelines. 

The survey will take approximately 1-hour to complete on a voluntary basis, and participants will not be 

compensated for their participation in this study. Data collection through Qualtrics will permit electronic capture of 

de-identified survey data, accessible to and exported only by the research team through a study code.  

Materials 

Background measures. A semi-structured experiential interview will be created by the Investigator(s) for use in this 

study and administered by the online survey program. The interview will include basic demographic data such as 

age, gender, and occupation, in a demographic questionnaire based on structure provided in McAdams (1988) (see 

Appendix A). The interview will also include an open-ended interview question derived from narrative research 

methodology described in McAdams (1988) and Cramer (1996), which will ask the participant to describe aspects of 

their personal experience with consequences of COVID-19 pandemic (see Appendix B).  

 

Targeted questionnaire measures. Subsequent to the background questionnaire, the following three questionnaires 

will be administered by the online survey program, in the order presented below (see Appendices C, D, and E): 

 

1) The Epidemic – Pandemic Impacts Inventory (EPII) (92 items) (Grasso, Briggs-Gowan, Ford, & Carter, 

2020) 

2) Stress Appraisal (28 items) (Peacock & Wong, 1990) 

3) The Brief COPE (28 items) (Carver, 1997) 
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Procedure and Schedule 

The online survey program will administer and collect electronic data from the background questionnaires and 

targeted questionnaires included in the battery described in the preceding section. Capacity to provide informed 

consent will be evaluated through acceptance of the consent statement provided by the online survey program prior 

to beginning the questionnaire battery. Individuals unable to give consent will not be included. Following consent, 

all participants will complete the full online questionnaire battery in the order presented under the “Materials” 

section of this protocol. Following completion of the online questionnaire, the survey program will indicate to the 

participant that the survey has concluded, and thank them for their participation. For social media data collection, 

we will use an in-house automated web data scraping infrastructure based on the social media platforms’ official 

Application Programming Interfaces (APIs) and the Open Authorization protocol; this infrastructure was developed 

in Co-I De Choudhury’s prior work and has enabled a secure, privacy-preserving mechanism for social media data 

collection among consented clinical and non-clinical populations (Saha, et al., 2019). The infrastructure allows both 

retrospective and prospective social media data collection, depending on specific project needs. It only relies on a 

single point of consent, and does not require participants to actively contribute data. 

Analysis 

A variety of questions will be asked through the battery of five questionnaires, addressing participant demographics 

and COVID-19 related experiences. Data collected by the online survey program will be downloaded by authorized 

study team members, and organized by participant code into our electronic spreadsheet and statistics program for 

subsequent data analysis. To evaluate Aim 1, researchers will compare general data relationships across 

questionnaires using, as appropriate, parametric/non-parametric correlational analyses, structural equation 

modeling, and associated data transformation techniques. To evaluate Aim 2, qualitative topic and language content 

analysis will be conducted to assess specific linguistic features, emotionality, and meaning of the open-ended 

question posed within aim 2. Subsequent discussion of these analyses will generate information about specific 

community-related COVID-19 experiences. From this data, we will assess the sufficiency of planning, 

communications, training, and resources available to these communities. 

Phase 2 (Months 7-24): Social Media Analysis 

Social Media Data Harmonization, Cleaning, and Processing 

For harmonizing the diverse social media data of participants, first, we will group them into the following 

categories: 1) Unstructured data from text, tags, captions, and descriptions associated with textual or multimedia 

posts/status updates shared on social media. 2) Temporal data such as timing of posts shared on the social media. 3) 

Activity and engagement data, include Facebook “likes”, “retweets” and “favorites” on Twitter; Instagram “likes” 

made and received; Facebook comments; Twitter @-replies made and received; Instagram, comments made and 

received. And, 4) Network data includes Facebook social graph; Twitter follower and following graph; Instagram 

social graph, constructed using the friendship links on these platforms, as well as based on interpersonal interactions 

via private messaging on Facebook and Instagram, or @-replies and @-mentions on Twitter. 

 

Our next task will focus on cleaning, processing and analysis of the above data types acquired above. First, we will 

filter for duplicate content and employ a spam checker on all of our data to eliminate irrelevant content. Then to 

overcome the challenges of noise and polysemy of unstructured data, we will apply an integrative approach for data 

cleaning and normalization. We will disregard stopwords in our data, then perform stemming, lemmatization and 

morphological analysis to accurately identify the lemma for each word in textual social media data. We will also 

convert emoticons, phrasal abbreviations, expressively lengthened words, and slangs into standardized language 

forms using string and distributional similarity based sequence labeling techniques as well as other hashmap 

techniques. To do this work, we will draw on Co-I De Choudhury’s extensive prior experience in taming social 

media data. 

Theory- and Data-Driven Attribute Extraction from Social Media 

We will then extract a number of theoretically- and empirically grounded behavioral and psychosocial attributes 

from these voluntarily shared social media data of participants. 

 

Mood. To assess mood in participants’ social media data, we will use a maximum entropy affect classifier, 

developed by Co-I De Choudhury (De Choudhury, Gamon, Counts, & Horvitz, 2013), to infer a distribution of 

emotional states in the unstructured data (e.g., ‘fear’, ‘sadness’, ‘fatigue’). This classifier characterizes human mood 
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on Twitter via 11 affective classes, and uses 200 explicit mood words (validated through a crowdsourcing approach) 

to be supervising signals for inferring affect in textual data such as social media posts.  

 

Psychological Arousal. Psychological arousal is a key aspect of mental health experiences -- negative valence and 

high arousal together are an indicator of stress (Coyne, 1991). Therefore, to further capture the psychological arousal 

of mood in a participant’s social media data, extending Co-I De Choudhury’s prior work (De Choudhury, Gamon, & 

Counts, 2012), we will use the widely used word embedding technique (Mikolov, Sutskever, Chen, Corrado, & 

Dean, 2013) and the Affective Norms for English Words (ANEW) lexicon (Nielsen, 2011).  

 

Stress and Anxiety.  Since stress and anxiety are both causes, mediators, as well as effects associated with mental 

health states, we will use linguistic attributes that identify commonly associated mental health symptomatic 

expressions of stress and anxiety. To estimate this, we will replicate the transfer learning classifiers built in the 

team’s recent research (Saha, et al., 2019). These classifiers (Support Vector Machines) are trained on those data 

from Reddit communities that are most closely associated with each of these mental health conditions/symptoms and 

show a mean accuracy ranging between ranging between 0.81 and 0.91. We will use these classifiers to machine 

label the textual content of our social media archives with the presence (or absence) of expressions corresponding to 

the above two mental health attributes.  

 

Interpersonal Focus. We will capture self-referentiality and interpersonal awareness through interpersonal pronoun 

use in the textual social media data, for which we will employ the psycholinguistic lexicon called LIWC, or 

Linguistic Inquiry and Word Count (Pennebaker, Boyd, Jordan, & & Blackburn, 2015).  

 

Hopelessness. Future orientation indicates a tendency to be hopeful, whereas ruminating over the past, especially 

over negative experiences and events, is considered less emotionally healthy. The three types of tenses -- past, 

present, and future will be captured by using LIWC. 

 

Circadian Rhythms. Sleep disturbances are common in individuals at risk of mental health challenges. Extending 

Co-I De Choudhury’s prior work (De Choudhury, Gamon, Counts, & Horvitz, 2013), we will extract the normalized 

patterns of social media activity over a 24-hour cycle or a 7-day week, by using the activity and engagement data in 

social media, alongside temporal data. We will calculate the entropy and variance of these diurnal/weekly patterns to 

understand the extent of disruption. 

 

Social Capital. Previous research has found an inverse relationship between an individual's access to cognitive 

social capital (social trust, sense of belonging, mutual aid) and mental illness (Cohen & Wills, 1985). We will 

leverage the following types of measures of an individual’s social capital, based on our team’s prior work (De 

Choudhury, Counts, Horvitz, & Hoff, 2014): likes and comments on status updates made by a participant; 

posts/media and associated likes and comments on timeline posts made by friends on participant’s timeline; likes 

and comments on posts and media with specific friends tagged; and number of friends in which a participant had 

directed communication. 

 

Social Support. A number of studies have demonstrated that the adequacy of social support is directly related to the 

severity of psychological symptoms and/or acts as a buffer between distressful events and stress (Cohen & Wills, 

1985). These observations have held true in studies of online social platforms as well. Accordingly, drawing on the 

prior work of the team (Sharma & De Choudhury, 2018), we will leverage pre-trained classifiers that assess a 

message received by an individual on such a social media platform to be either emotional, or informational, or 

neither.  

 

Social Proclivity and Orientation. Activities on social media sites can serve as a way to understand an individual’s 

social orientation and social functioning, such as whether they seek out for social interaction, events, or activities. 

To capture this attribute in our participant pool, we will capture social interactions in all of the social media 

platforms based on the network data. We will assess the volume and frequency of pairwise interpersonal 

interactions, as well as measure social network attributes like network size, density, betweenness, closeness and 

eigenvector centrality of the participant, network constraint, embeddedness with social ties, clustering coefficient, 

and a measure of the strength and reciprocity of social ties of the participants across social media platform.  
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Beyond these, to allow data-driven exploration of the social media content, for each post, we will extract a variety of 

linguistic attributes that will serve as features in the ensuing machine learning models. By employing natural 

language analytic techniques on the social media posts; we will extract n-grams (n=1, 2, 3), psycholinguistic 

attributes based on LIWC, sentiment based on the Stanford CoreNLP toolkit (Manning, et al., 2014), word and 

document embeddings (such as Word2Vec (Mikolov, Sutskever, Chen, Corrado, & Dean, 2013) and Doc2Vec 

(Wang, Tang, Aggarwal, & Liu, 2016)) that represent latent semantics in text, and narrative frames (Swayamdipta, 

Thomson, Dyer, & Smith, 2017) that would allow us to capture everyday language and the rich variation in writing 

styles of social media users. 

Machine Learning Modeling 

Having extracted these attributes, we will now use machine learning to explore to what extent these attributes can 

help predict the self-reported responses of the participants in the various surveys/questionnaires. To do so, given the 

large number of attributes, we will first perform appropriate tests of collinearity. Then we will employ various 

feature selection and dimensionality reduction techniques, tested in our team’s prior work (Saha, et al., 2019), in 

order to prevent overfitting and ensure model stability and robustness. These include: a) Selecting Features on 

Coefficient of Variation: First, we will reduce the feature space on the basis of explained variance using the measure 

of coefficient of variation, that essentially quantifies the ratio of standard deviation to the mean for each feature. b) 

Selecting Features on Pairwise Correlations: Correlated features typically affect or distort machine learning 

prediction models by potentially yielding unstable solutions or masking the interactions between significant features. 

With a suitably chosen threshold absolute value, we will drop those features that are highly correlated with another 

feature. c)  Transforming Features using Principal Component Analysis: This method will reduce the dimensions in 

the feature space by transforming features into orthogonal or principal components. 

 

We will begin with simpler, more interpretable supervised machine learning techniques such as Naive Bayes, 

Random Forest, and Support Vector Machine/Regression to train and test classifiers and regression models, based 

on the type of survey responses and type/granularity of prediction desired. We will then progressively explore the 

efficacy and suitability of more sophisticated models: a) Gradient boost technique on an ensemble of decision tree 

classifiers/regressors (Dietterich, 2000); and b) Deep neural networks where we will use the multi-layered 

perceptron (MLP) technique that works in a feed-forward fashion (no cycles) with multiple internal layers (Haykin, 

S. 1994). For all of these models, we will employ bootstrapping and K-best univariate statistical scoring models 

using mutual information, to obtain the relative importance among features, and establish their statistical 

significance using ANOVA and selection probability by applying LASSO shrinkage (Tibshirani, 1996). 

Model Evaluation 

For all of the above supervised machine learning models, to assess concurrent validity of the inferences/predictions, 

we will use measures of model fit (e.g., the Widely Applicable Information Criterion, Hosmer-Lemeshow goodness 

of fit) and statistical power (e.g., effect size). Then, we will examine the internal validity of the inferences based on 

their error rate, bias, and inferential ability (e.g., accuracy, root mean squared error). Sensitivity, specificity, positive 

predictive value, and negative predictive value will be calculated for various cut-offs using a Receiver Operating 

Characteristic (ROC) analysis and observing the area under the curve. We will also use k-fold cross validation for 

parameter tuning, which will allow us to assess performance on a held-out sample. We will examine improvements 

in more sophisticated models over simpler models using the log likelihood ratio test and other measures of 

incremental validity. 

Significance and Expected Impact 

 

Regular community climate and needs assessments, informative public messaging and surveillance, and reciprocal 

discussions such as town halls, can help communities to develop appropriate and effective plans, communications 

messaging, training, and resources; and foster an informed and vigilant re-entry to reasonable daily activities that 

continues to keep public health and safety at the forefront of this process. This study will: 1) provide rapid data to 

better understand the range of immediate, short-term, and potentially long-term impacts of a pandemic on healthcare 

and first responder community members, and 2) demonstrate the use of integrating knowledge from online interview 

data and open source social media to drive real-time impact analysis that will inform time-sensitive community 

interventions and training. Based on the findings from this study, additional studies can be developed in order to 

maximize understanding of these subject areas. 
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